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This report considers an efficient method for utilizing

the redundancy of the transmittible language to improve the relia-

bility of a digital ccuication system disturbed by additive

non-white gaussian noise. Namely, the reliability of digital sys-

tems using orthogonal and binary digit codes 1" 2 is improved by

introducing an uncertainty region at the receiver. Thi method

is an extension and generalization of null-zone reception3 pre-

viously applied to the improvement of binary transmission in the

presence of white gaussian or peak-limited noise. It is shown

that, by permitting a smslJ percentage of nulls to be printed,

considerable improvement in reliability is achieved. In addition,

it is shown that comunication links using orthogonal digit coding

afford greater reliability than corresponding links using binary

digit coding. Performance results are given for several different

codes for the case in which the demodulated gaussian noise power

density spectrum increases with increasing frequency. Such a

noise power density spectrum acts as a weighting function which

confines the generated signals to the available band of frequencies.

A gecoetric interpretation of the results is given in terms of n-

dimensional EIuclidean space. Applications to feedback systems

will be discussed in a future report.
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A3  signal-to-noise ratio parameter

Aij fixed u -dimenional vector

aik coefficient of the kth orthogoosi digit of the th
signal

13P bandwidth parameter

b normlzed banc ddth parameter

"distance between asgnal si(t) a. sj(t) [binary
digit representationas]

Dtotal distance for binary signalling alphabets

d ij distance frm the origin to the byperplan defined
by (Aj,Y) = kI

k kt  hogonl digit of the ith signsl

Fik, fik kth coefficient in the general fouier series ex-
pension of fi(t)

(fi(t)] sII&l aet at the receiver used for correlation

gi(t) odified sia la knom at the receiver

hi(t) imlive response of mtched filters

k ncertainty function for binary signall

kjL Uncertainty parameter

kc  critical setting of the uncertainty parameter

kci j  critical setting of the uncertainty paramter in

amjaring signal si(t) and sj(t)

Oij uncertainty function
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n(t) gaussian noise interference in the interval
O<t<T

n k  kI coefficient of generalized Fourier series

expansion of n(t)

nik kth sample of the ith noise vavefom

Pe system error probability

P detection error if sjL(t) and sj(t) differ in one
digit position

Ps detection error of the equal separation code

Pij binary detection error

p( ) probability density function

p[sj(t)fr(t)] posterior probability that having received y(t),
also p(si/Y) si(t) has been sent

R('r) autocorrelation function of noise

R covariance matrix of the gaussian noise

average signal power

Si detected levels at the receiver

(si(t)j signallin alpabet

sik kth coefficient of the ith signal in the Fourier
series expansion of si(t)

T decision time

tA separation of samples

u total number of digits in a vord

uo  system null probability

uij binary null probability

[uij]max ximum value of uij for all iJ
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vii gaussian stochastic variable

Vij average value of vij

Wn(W) double sided noise power density spectrum

Y variable u-dimenional vector

y(t) signal and noise in the decision interval
O<t<T

Yk kth coefficient in the generalized Fourier
series expansion of y(t)

Ytk value of y(t) at ktA

a normalized uncertainty parameter (null level) for
binary transmission

a1  normalized uncertainty parameter for the minma
code

ad normlized uncertainty parameter for the equi-
distant code

a5  noralized uncertainty parameter for the equal
separation code

cJ jnormalized uncertainty parameter for coparing
si(t) with sj(t)

7W number of code words of weight (
8ijk  0 or 1 dependig on the signs of the kth digit of

signals si(t ) and sj(t)

6ik kl

'i"width" of the uncertainty region

X number of opposite sign in comparing two signals

X inverse of the covariance matrix, R

IX? deteruinant of X
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Xmn typical term of x

eseparation function for binary transmission

tSeparation function if c = 1

gseparation function for the equidistant code

ga separation function for the equal separation code

di separation for any pair of signals si(t), sj(t)

TIL duration of a binary digit

as noise power per unit bandwidth for white ganssian
noise interference

Ovariance of nk

04v variance of vijfk(t) P orthonorml sets
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I. BcLMDRIotD

The transmission of information through single link uni-

directional cmmication systems requires both the selection of

an appropriate set of signals, [si(t)), 0 < t < T, and the design

of a suitable detection process at the receiver. When the channel

interference is additive white gaussian noise the key results are:

1. The optimum receiver should use correlation techniques

(or the equivalent) in which the received signal is multiplied

with each of the possible signa' that could have been sent.

The product signals are then averaged over the signal duration.

That averaging process yieldig the greatest output at the end of

the signal duration indicates which signal is most likey to have

been the one sent.

2. The design of optimu signals of average power S2 is

based on the distance parameter

T

Dij ~ f [Sit) - sj(t)]2 dt (1)

0

The distance parameter indicates the distinguishability between

pairs of the signals as an equivalent amount of energy per message.

3. One optimum set of signals can be constructed as follows:

Under an average power constraint, S2, when z bits of in-

formation are to be transmitted in the time T with the least error
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probability, a basic waveform q(t) of duration T/(23 - 1) is

chosen, subject only to the normalization that the r.a.s. vale

is unity. The transmitted signal consists of strigs of *Sft(t).

If [E&P(t)3 denotes a one and [-Sqt(t)) denotes a zero, the

strings resemble in structure a Slepian (2 - 1,z) group code.

At the receiver correlation detection of the entire string is

used.

This signal structure is considered an equidistant code

because the distance between all code words is the same. If the

equidistant code is slightly modified by permittirg small ine-

qualities in the distances, while the total distance

Dr'* -E1 X D (2)
i=l J-1

i~j

remains at its iam., then either the traniission rate can be

increased or the beAvidth of the system can be reduced with only

a amal increase in the error probability. 1

An alternate procedure is to select a set of orthonorual

vaveforms (4qk(t)) each of which is of duration T. The optimm

signals are then of the form
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sj(t) = e£iS(t) (3)

k=l

in which elk = k 1. Note that this is a parallel transmission of

the basic waveforms rather than a sequential transmission. An

optn an signal structure again resembles a Slepian (2 - 1,z)

group code if the kth orthogonal waveform is identified with the

kth digit and the corresponding two values of 6 ik are identified

with the binary digits. The optim- distance parameter is

when m bits are transmitted in the time T.

When the interference is additive gaussian, but not

white (i.e., the noise power per unit bandwidth is not the sam

at all frequencies), correlation techniques are again found to be

optimum, but the received signal is correlated not with the possi-

ble message signals, but with modified signals. These modified

signals are obtained from the characteristics of the message sig-

nals and the noise power spectrum. The form of these modified

signals is not obvious, although the results obtained for specific

cases agree with intuitive notions. For those not familiar with

this background material a brief discussion is presented in

Appendix A. The key results are as follows:



1. T optimi receiver should use correlation techniques

(or the equivalent) in which the received signal, y(t) is corre-

lated with each signal of the set tfi(t)). The members of the

set have a one to one correspondence with the set of transmitted

signals, [si(t)) based on the relation

T

si(t) f R(t-T)fi(r)d (5)

0

in which R( ) is the autocorrelation function of the noise. Two

form of the optimm receiver are shown in Figure 1.

2. If the set of signals, (si(t)), satisfies the homgeneous

integral equation
T

ai 2si(t) = j R(t-T)si(T) d. (6)

0

fi(t) - si(t) for each i, as in the case in which the interference

is additive white noise. This set of signals, which is basic to

the system, will be designated by [pk( t) 3.
This signal set has two important properties. First,

the set is calete and orthonorml so that any reasonable (finite

man square value, finite nmber of discontinities) set of signal

(si(t)] can be expressed as linear combinations of the orthonomal

set (ipk(t)) - i.e.,
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00

sj~t) =- anft(t) (7)
k=l

in which

T

= f si(t)gk(t)dt (8)

0

Second, for any set of signals (si(t)], if the received signal y(t),

y(t) = sj(t) + n(t) (9)

is correlated with a mber of the orthogonal set qpk(t), the mean

output is aik, while the output noise is additive gwassian of

variance ak2 (a,2 being elgenvalue coresponding to the kth eigen-

function of the hcogeneous equation (6) ).

Ay signal si(t) my thus be considered as consisting of

a sum of orthogonal signals each of which is independentWy affected

by the additive non-white system noise. Each such signal or digit

may be represented by

- ajk~(t) (10)

The magnitudes of the weighting constants aik are determined from

the following considerations:

1. To tinimize interaction between the signals and the addi-

tive gassian noise interference, the basic waveform are the
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ordered eigenfunctions (qpk(t)) selected to correspond to increas-

ing eigenvalues, foe), starting from the lowest, until as many

as necessary have been selected. This is because the lower or-

dered eigenfunctions correspond to more distinguishable Waveform

(see Appenix A).

2. A detection sc is desirable which does not require

estimation of the signal or noise levels at the receiver. To

achieve this all kA digits, aik for all i, will have the same

magnitude and the sign of the magnitude will indicate the digit.

3. For the sigl structure to be completely symetrical -

i.e., each signal to have the sae noise Imity as a other -

each signal of the set (s(t)) viii be chosen to have the same

niuier, u, of orthogonal digits and the power will be aportioned

amng the digits in proportion to the noises [oo]. M ,

ai k * s k k - 1, 2, 3, --- , u (l)

k-

The signs of the digits are found from a suitable binary group

alphabet.I
4

For such an orthogonal digit coding seme the probability

that si(t) viii be received as s 3 (t) excluding all the other sig-

nals is given by
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Pij=.[- (2k ] (12)

in which

0(x) 2 eZ2 dz

0

is the tabulated error integral and

2 8 ijk aikj~~

.k=1 Ok

The value of 6ijk is zero if the signs of the orthogonal digits

dik, djk are the sme and unity if the signs are different.

As can be seen the larger j the similer the detection

error, Pj. For this reason if wl be called the separation

function.

Several types of signal structures will be considered

in this report. These structures viil be limited to those having

the properties described in paragrapbs 1, 2, and 3 above. The

analogy between these types of signal structures and coding is

quite apparent. The nmber of orthogonal waveform (pii(t))

selected corresponds to the selection of the umber of digits in

each code word. Te selection of the signs of the orthogonal

digits corresponds to the selection of the binary digits of a
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conventional code. For convenience any signal structure having

these properties will be called an efficient code. The efficient

codes considered in this report are

1. Minix codes

2. Equal separation codes.

Minimax Codes

The minlmax code is an efficient code the signal struc-

ture of which resembles uncoded PCK. A mini- number of ortho-

gonal waveform is used, Just as PM1 employs a inia nwmber of

digits per code word. The signal power is apportioned among the

orthogonal digits so as to ninmize the maxima probability that

any transmitted code word will be received as another. If m bits

of information are to be transmitted, the minima nmber of ortho-

gonal digits in each signal is m. The maximai detection error

occurs for any two signals si(t) and sj(t) when they differ by

one orthogonal digit. Since this error is to be minimized sub-

Ject to average power limitation of the signal, it means that

every digit of any signal si(t) must be affected by the noise in

the sam manner, or for any si(t) of the signal set (si(t)) ,

i = 1, 2, ..., 2 the follwin condition must be satisfied.

ail at2 aip SIX
"'" 02 On
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This is, of couse, one of the properties the code mst have to

be an efficient code.

The error probability of the -in- code is given by

Pe - 1 - (1-P,) (16)

in which

1(17)

and is the separation function between two code words that

differ by one digit - i.e.,

k=1

MMI sexaton Cofe

Th equal separation codes are those for which all the
2

seaation functions C r equal and the total separation

e in 2
A 1r- ~ X X (19)

is at its iniximma. A code defined in this maower determines a
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stationary point for the error probability and is thus an opti=m

code.

It can be shown that the signal structure resembles a

Slepian (9e - 1, a) goup code. he vords of this type of code

are equidistant from each other.

he separation function is

23 1- 2  (20)

k-1"
M

cresponding expression for the error probability, Pe, is

Pe <1 ( -Ps) e 1 , (21)

in vhich

If the error probability is moll, an appraximte exlresion is

Pe (2' 1'-)Ps (22)

in which

2

ex]
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For purposes of illustration the specific case considered

in this report is that in which the interference is non-white

gaussian noise, the spectral density of which is

Vn(w) - AF + Bmf (double-sided spectrum) (23)

This can be considered either the noise at baseband corresponding

to the synchronous detection of an r-f signal, or as a "weighting

function" which results in the design of signals such that these

signals are confined to an available frequency band. In this

latter interpretation the signal set [si(t)) is designed to mini-

mize interchannel interference. The autocorrelation function cor-

responding to the power density spectrum of the noise is given by

R(,r) - [AF + AP e d (24)

-cn
2x j

( A2 8(r) - B 2 1()

in which

6(,r) = Dirac- delta function

6"(-r)= Second derivative of the Dirac delta function.

The basic orthonormal functions Tk(t) are solutions of
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T

Ock 2 T(t) = F () R(t-r) dr (25)

0

By substitution it is found that the functions qk(t) are therefore

soutions of the differential equation

B%"(t) + ("k 2 - A2)q(t) = 0 (26)

To avoid discontinuities in sequences of tranmitted

signals the additional constraint

qk(o) = (Pk(T) = 0 (27)

viil be imposed. The correspondi orthonormal set is then

qT(t) f in T

in vhich k = 1, 2, 3, ... . Since

00 - A2  kx (29)
B2 T

the corresponding eigenvalues are

ok2 + A2 (30)



2h atbomac @ponentZ of the slx=mi are the Fourier

Series c=PoneutS. Note, howeer, that the associated variances

10k l Increase vith increasirg k. M is is reflected in the fact

that higher ordor cuopoments wr e heavily veighted before

beIng sume to fozu the 84g9Ws See reference 2 for specific:

signal warefornw.



II. UNCE AMU R MION RECEMlQ

In many practical situations, the transmitted language

possesses redundancy and thus can tolerate the printing out of

sne "nulls" - a null corresponding to none of the possible

transmitted signals being selected as the most probable signal

sent. Tis selection may be desirable if the noise conditions

in the channel are such that the two greatest p[sj(t)/y(t)] are

close to each other. In these cases, the amunt of information

destroyed by vithholdi the decision - i.e., selecting the

null - my be less than that destroyed by selecting the mst

likely signal as the signal sent. If the language does not per-

mit the presence of mulls in the final message, these may be

filled in by means of feedback systems discussed elsewhere. 5,6,7,8

Indeed the use of nulls itself is a useful means of obtaining the

advantages of feedback, particularly the fail-safe operation. 9 ' 1 0

Thus, the reliability of the transmission can be improved

if instead of accepting the signal corresponding to the largest

posterior probability p[si(t)/y(t)], the decision is vithheld for

any two sigiuas si(t), sj(t) of the transmittible set, (si(t)),

if

1 < p[s(t)/y(t)] (31)

S- p[sj(t)/y(t)]
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in which 1] determines the "width of the uncertainty region. The

value of 11 controls the percentage of nulls present in the accepted

message.

One can vary the width of the uncertainty region, 1, to

match the noise conditions in the channel. However, when the inter-

ference is additive Gaussian with Phyleigh fading, the receiver be-

comes complicated with only a small increase in reliability. Thus,

in practical situations the use of a variable width is not usually

Justified. However, if the interference is a linear combination

of Gaussian end other forms of noise, the use of a variable width

together with a nonlinear detection scheme my yield considerable

improvent in comparison with fixed width system. Tis will be

discussed in a forthcoming report.

The performance of the uncertainty region reception system

my be characterized by two error probabilities and two null prob-

abilities. These are:

1. Binary Detection Error

2. Binary Null Probability

3. System Error Probability

4. System Null Probability

The binary detection error and the binary null probability are eval-

uated by considering only pairs of signals - the true one and one

other - and ignoring all others. The binary detection error is then
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the probability that the true signal will have a smaller a posteriori

probability than the other signal, while the binary null probability

is the probability that the a posteriori probabilities ill be too

close for a good decision. Note that if there are n signals, there

are n(n-l) possible different binary detection errors and binary
2

null probabilities. The system error probability and the system

null probability are the usual overall system parameters.

To evaluate the bounds of the uncertainty region and the

above parameters, consider that the received signal y(t) is properly

correlated with each member of the signal set (fi(t)] to yield the

set of stochastic variables upon vhich the decisions are based. If

the received signal is expanded in the form

y(t) = X Ykqk(t) (32)

k=l

in which

T

Yk =  Y(t) Tk(t) dt (33)

0

the set of stochastic variables is given by

k=l
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7he more likely signals correspond to la.ger values of the

stochastic variables. ireover, the a posteriori probabilities

are exponentially related to the variables so that the bounds of

the uncertainty region are given by

-kq < X yk(al I- < k, (35)

for all i,j, in vhich k, = in 1. 7his is a generalization of

previous york3 based on the interference being 1hite noise to the

case in which the noise is nm-hite and orthogonal digit codi

is used.

To evaluate the binary detection error probability Pjj

the a posteriori probability of the true signal si(t) is compared

with that of the signal sj(t). To do this consider the stochastic

variable

U

vij =X, Yk(sik - &gk) (36)

Since all yk have a Gaussian distribution and ajk, ajk, and

are fixed numbers, each term of the suR is Gaussian and thus the

stochastic variable vii has a Gaussian distribution. To specify

the probability density distribution,- P(vij), it is therefore

sufficient to specify the mesan value, vij, aM the variance, dj.
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As shown in Appendix A, the use of the orthboormal expansion re-

suits in each. term of this sum being a variate Vhich is indepen-

dent of the other term. Mius, the mean value is the sum of the

mean values of each tern, mhile the variance is the sun of the

variances.

Since si(t) is the signal seat, the mean value is

= a j"ai.k(i - ajk) (3)

MDe variance is

k=l (38)

The binmr detection error is then given by

in Vehich

and

ki k,(i 40)

v
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B

The function kj, vhich defines the uncertainty region in the

orthogonal signal coordinates, vill be called the uncertainty

function.

When efficient coding is used,

U

in hich 8jk is zero if the signs of the orthoga digit ik,

aik are the same and unity if the signs differ. The correspond-

ing excpression for the separation an uncertainty functions are

andk=l

in which

=' Z 8ij (#5)
k=l
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Mhe binary null probability, ui, is the probability that

having sent signal si(t), the received signal vill be in the null

region so far as sj(t) and sj(t) are concerned.

Uij ij +kij ij -kij(46)

It is clear from this equation vh Oyj is called the uncertainty

function; large values of 43j imply large values of uij.

An exact expression for the error probability of the ye-

tea depends on the exact signal structure used since the values of

Pij are not indepenent. Bwever, using the same procedure as in

[1], a pessimistic expression for the error probability is obtained.

Pe < 1 - 2-K 7 (l (- Pij) (4T)
i=l1

The c eponding systm null probability, uo, that the

decision vill be withheld after all comparisons have been made

similarly depends on the exact signal structure. As an appromisma-

tion,

in which Euij]m= is the mximum value of uij for all i,J.
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In addition to the above efficient codes, conventional

binary digit codes will also be considered. In these codes, the

signals consist of strings of plus or minus the basic vaveforn

ch(t) - i.e., the first eigenrunction of the haogeneous integal

equation based on the signal duration -. For a total signal

duration T and u binary digit. per code vord,

T (9

le corresponding separation function for these codes is

MOT ~ (50)
UTI1

In ternm of this separation function, the above relations for the

error probabilities and null probabilities remain unchanged if the

noise in each digit duration is assusmduncorrelated with the noise

in other digit durations.
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iii. BEnAu sys

Consider the simplest, but very important case, of binary

ccmunicatiom in vhich there are only two possible transmittible

signals (m = 1). In this case, the choice of signals is

s,(t) = -s 2 (t) = S 4 T tlp(t), in vhich cp(t) in the normalized

first eigenfunction of the homogeneous integral equation. The sys-

tem error probability is

Pe=PaPi =-[i-erf( +k (51)

in vbich

&T (52)
= 2

and

k12 (53)

The atpression for the null probability reduces to

U l [erf( + ) er kL) (52)

hen the bounds on the uncertainty region are set in ac-

cordance ith a fixed a posteriori probability - i.e., fixed k -

the error probability attains a mximum when
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t + -k (54)
2t

is a minimum. This critical setting of the uncertainty parameter,

kc, is given by

kc- = 20 (55)

For proper operation of the system (high reliability and low per-

centage of nulls) the uncertainty parameter should be in the range

o < k, < kc (56)

For convenience let us define a normalized uncertainty parameter

a- k, (57)kc

Then

Ile = . -erf [+( a~)} )

22and

uo erf [ -(1 + a)] erf [i-(- )]}(59)

in vhich the proper range of operation is

0 < a < 1 (60)

Figure 2 shows the behavior of the system error probability and
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the null probability u as a function of the normalized uncer-

tainty parameter, a, for fixed values of the separation function,

V . One can conclude from the figure that for large values of the

separation functio the system error probability, Pe, decreases

almost expontially vith an increasing nul threshold, a, while

the system null probability,. O. increases only linearly. For

reasonable large values of the separatin function, CO, and for

operation near the minim errow probability, a 1 1, suitable ap-

prcmimtions are

1 MxP-[(61).
P= g-7su)

and

U 10-a (62)
2O '/=c -i- a) qI

These equations indicate that for values of the normalized umner-

tainty parameter close to unity and for large values of the

separation function, small changes in V result in a conslderable

improvement in the reliability of the comunication system while

the incea in the percentage of nuls is negligible.

To relate these results to the noise in the system cos-

sider the case in which the demodulated noise power spectm is

such that the noise density increases with increasing frequency.
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The importance of this case is discussed in Section I. Figures

3 and 4 show the behavior of the system for noise power density

spectra

(1+01o)arnd (1 +0.010)

respectively, and for a fixed -1ll level a = 0.5. For both cases

best operation occurs mhen the separation is large (large average

power, O, long signal duration, T) since a great decrease in

error probability is then obtained at the cost of only a mdest

percentage of nulls. However, note that the more non-vhite the

noise, the more effective is an increase in sinal duration over

a corresponding increase in signal power. This is in contrast to

the situation in vhich the interference is vhite, since then

doubling the duration is just as effective as doubling the power.
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IV. MULTIIML SIDTD

It has previously been shon 1 that tranmission of a ms-

sage of a bits can be nea optimally achieved by coding it as one

signal of a properly generated& time-l1imted signal set, [si(t))J.

i = 1,2,3, ... , 2, using orthogonal or binary digit representa-

tions corresponding to orthogonal or binary digit codes. A brief

sumory of previous results is given in Section 1. As has been

deonstrated, the key parmters for these types of cods are the

separstigc functions given in Nqqstions (43) andL (50). When un-

certainty region reception is introduced at the receiver, the un-

certainty function becomes another key parameter. Relation (")

defines the uncertainty function in orthogonal signal coordinates.

The purpose of this section of the report is to obtain general e-

pressions for the perforimnces of the mltisignal systems in terms

of these parameters, and the evaluate specific cwes vhich permit

an engineering cco-arison of the relative merits.

A. General Relations

One can introduce the concept of a critical value of the

uncertainty parameter for these codes in.a manner similar to that

for binary case - namely, it will be defined as that value of the

uncertainty parameter corresponding to the mitm detection error.

Using standard methods, this critical value is found to be
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kcjj = 2gjj (63)

Noiulizing with respect to this critical value

ij _ k, (64)
kcij

the expressiou for the binary detection error probability becoes

Pi 1f1 [k(1 i (65)2 4 2

Te corresponding expression for the binary null probability is

Note that Cij and. aij depend on the separation between the two

signals being considered. For two particular signals, if the

null level, k1 , is fixed then (ai ] are fixed. System using

variable k, will be discussed in connection with receiver imple-

mentation problem. The proper range of operation is, of course,

0 < ij <1

As might be expected from an exeudnation of the non-

uncertainty region system, an exact expression for the system

error probability is difficult to obtain because the values of



32

Pij are not independent. thing the procedure of [2] a pessimistic

expression can be obtained for the cases in vhich orthogonal digit

coding is used. Let y. be the number of code vords of weiht c.

Defining

- uT (67)

k--1

and

Pe4[~ Q .) (68)

then

Pe_1- 1 Jo (l - P) 7w (69)

A corresponding pessimistic expression for the system null prob-

ability, is

Uo -< [ 1.]z (70)

2 2 (1 J-
(71)

in vhLch

(72)
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and

L Cmisoi of Perfo ,e

Mie Yer.'nces of sstess uaing the wini -, equal

sepezaton, an& equidistant code wil be evalusted. une the

Onsl1tion that the additive colored noise in the system has a

din u pte o pwer density- spectrum hich is an increasing func-

tinu of frequm cy. As previously shm,1 vth the detector

selctngthe signal coZZPlr&oIng to the largest posterior

prbbility p(sj/y), the arthogmal digit codes yield loe

probebUlties of error tw-anary code , all other condition

rinining the -.

With a noise power density spectrm as given by relation

(23), adJ uwnt of the ratio 3/A correspons to adusting the

effective bandwidth of the siUml3s. Im B/A is sm.l, the noise

is closer to n wte noise a the simls designed vili have

a grater bandwidth. Whe B/A is l&re, the noise is heavily

colored and the desigmd siga vill have a m-row band.width.

If the baniith of the systew is large, it is better to wme

Mre colicatd siaml fores (i.e., the equal separation code).

On the other han, if the bwAbvdth of the systen is swell, the

use of the -ini- code is indicated. 2he reason for this is

that the higher ordered eigenfunctions f romhich the higher
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ordered. digits are gerated. have greater nodse associated vith

them. e speciric variances are given by relation (30). Uen

the noise is highl colored, the noise increases aiost with the

square of the order of the digit, so that it is better to use

fewer digits - i *e., the minimax code. On the other ban, when

more digits can be used, the equal separation code is better.

To evaluate the perfomace of uncertainty region recep-

tion system using the uinimcu, equal separation, and equidistant

codes described above, specific relations for error probability

and null probability vill now be derived.

1. Nintlax Codes

The uinic code is the orthogoal digit anl of

uncoded binary P0. 2he structure of the code is such that the

midmm detection error is minsimzed. The separation functions

for this code are not all the sie, but instead reseble the

distances between uncoded binary vords. Corresponding to the

error probability of thje x bit code, given by (16), (17), aM

(18) for normal reception, the error probability for uncertainty

region reception is given by

Pe = (l P, YL(73)

:in which

=4- + 1-11hb- (7".)
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= T• (75)

J=l

and

= <1 (76)

A pessimistic expression for the null probability is

* *~*~(+ci)] - - -cl (77)

Thse relationships are plotted in Figures 5 an 6 for the case in

vhich the noise power density s ctru is (1 + 0.01 UP) and

(1 + 0.0001 W*) respectively. Both the two bits per code vord and

the three bits per code are shown, each for two values of signal power.

These curves correspond to holding %~ constant at 0.5. cararisons

of the performance of the -iniix code with the other codes are

given at the conclusion of this section.

2. E u l Separation Codes

The equal -separation code is an orthogonal digit

code vith all spearation functions equal, and the sun of these

separation functions as large as possible. For this code the

separation function is
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- (78)
2M-1

k-1

cis k k, -(79)
kc. 2g:

Ps .. {irt 98(1 + 0;)] (80)

Pe <1- (1- Ps)2R1 (81)

The pessimistic expression for the mull probability reduces to

2~ 1i. erf [.L(1 + c) ]- f 112 (1 -a) (82)

2Tee relations are shown in Figures 7 and 8 for the same

conditions as previously give for the minimax code. Comparisons

with other codes are mode at the and of this section.

3. uidistant Codes

The equidistant code in the binary digit analog of

the equal separation code. For this code the separation fmction

is
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!a OPT (83)

in which

12 +) (84)

In term of these parazeters, the expressions for the system error

probability and system null probability are analogous to those for

the equal separation codes if g is replaced by Cd and a by ad.

Figures 9 and 10 sho the performance of this code for the same

conditions as the other codes shown in Figures 5 to 8.

4. comprisons

Figures 5 to 10 illustrate the performances of the

mfinim, equal separation, and equidistant codes whe the inter-

ference is additive colored noise. Two specific noise power

density spectra are considered (1 + 0.01 0) and (1 + 0.0001 0)

respectively. For each code the two bits per code word and the

three bits per code word casis are sown, each for two values of

signal power. The normalized null level is held fixed at 0.5.

As can be seen frm the figures, for high information rate

and a noise power density spectrm that is far from Vhite (this



corresponds to designing signals for a narrow bmndvidth coamaica-

tion system), the -ini1ax code perform best. For low information

rate and a nearly white noise power density spectrum, the equal

separation code is better.

In general, increasing the signal duration results in a

much greater decrease in both the error and nulI probabilities thin

does increases in average power. 7his effect is particularly pro-

nounced so far as the error probability is concerned if the uncer-

tainty region is sm'll.

Cparison of the equal separation code vith the equidis-

tant code shows the superiority of the former. This behavior may

be generalized by compring any given orthogonal digit code vith

its binary digit analog. In both cases the error probability and

the nu"l probability are the saw functions of the corresponding

separation and uncertainty parameters. However, the uncertainty

parameters are the same but the separation functions differ. For

fixed values of the system parameters, the separation function of

the orthogonal digit code is always larger than the separation

function of the corresponding binary digit code. Mus, for the saw

average power and noise conditions, a comnication link using

orthogonal digit coding is operating at an effectively greater

signal-to-noise ratio than if a binary digit code were used.



V. SSMT MSXIGN

To select the proper signalling alphabet fr a given

commication link, a flexible method of signal design is needed

Such a thod, based on the utilization of a digital computer is

considered below. This is followed by a discussion of various

techniques for implementing an uncertainty-region-reception,

orthogonal-digit-code receiver.

A. S

By means of a general purpose digital computer, one can

select a near optium choice of transmittible signals for a Set

of given design restrictiona. To illustrate the technique con-

sider a case in which the constraints on the design are the infor-

mation rate in bits per second, average power, noise level in the

channel and the bandwidth. The bandwidth constraint is trans-

ferable into the choice of a noise power density spectrum -- i.e.,

into the selection of b based on the weighting function (1 + bsa?).

In term of the absolute level (As + B W), the noise level of

the channel gives the value of A", while the bandwidth constraint,

b, gives the ratio B/A. Specifying both channel paraeters hence

determines both A and B.

The iterative process is started by selecting a value for

the signal duration, T, such that k*T/b is well above the Nyquist
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rate. Several block codes are then generated by the compater

experience indicating that about 60 percent of the digits should

be information digits and the rest parity check digits. The nm-

ber of information digits selected will be based an the specified

data rate and the duration of the igoals. Those codes having the

greatest Hammin distances are selected for further processing.

From these code structures the corresponding separation functions

are evaluated. This permits the evaluation of the perforance of

the codes when uncertainty reception is not used. Froma& specifi-

cation on the percentage of nulls permitted, the corresponding

reliability - i.e., error probabi,ities - ean be determined.

The code with the i error probability is tentatively selected

as the best. If this performnce is satisfying, this code repre-

sents a suitable solution. If not, or if a near optimm solution

is desired, the process is repeated with other codes at other

values of signal duration.

Since there is no strictly deterministic procedure for

evaluating when the optimm solution is reached, it is posible

to find that the specifications cannot be satisfied within a

reasonable computation time. As a practical solution, the speci-

fications should probably be relaxed, as they wq be imossible

to satisfy. Vhen a code with the desired specifications is fbund,

the corresponding signal set [sI(t)] y be formilly found by the
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Mtrix operations,

Me&/(~ (86)

in which the elements of the col- Mtrix Q are the Mebr of

the signal set. 27 is the mtrix corresponding to selected binary

block code digits with 0 replaced by -L 2his is a u. by ? mtrlx,

u being the number of digits per code word and A being the mnber

of nessage bits. Me matrlx 4, is a squire diagonal mtrix of

size u by u, the elmnts being

aik = 0 for i k

= akk for i k

in which akk is given by relation (31). The C mtrix is a coluMn

mtrix of u row,. the elements being the ordered set of eigen-

ftunctions [CP j(t)).

For comunication system with variable interference con-

ditions and an available feedback loop, sophisticated techniques

can be used ouch an variable coding schemes. For exampler the

noise conditions in the channel can be estimated at the receiver

and from these estimates the best code 'picked from the set of

available codes. The transmitter is informed through the feed-

back channel to correspondingly change the transmission and the

receiver is adjusted to receive the new alphabet. Thus, an



4.8

adaptive feature is incorporated into the system with considerable

inprovemnt in the performnce of the comication systen. At

the other range of possibilities there in the simple discarding

decision feedback technilue which ham already been shown to be

effective.

B. Implementation of the Uncertaiuty-egion.-Bception
Receiver

To simplify t]e nt ttion of the uncertainty-region-

reception receiver, it is desirable to employ orthoopnal digit

codes with mtrix of equstion (86) chosen to be & binary group

code" with all eros replaced by minus ones. In group codes the

distance in digits betwe, a two code words is the mw as the

weight of the code word (number of ones in the code word) obtained

by addition mdulo two of the original two wards. But since group

codes are such that the addition modulo two of any two code words

is another code vard, the distance in digits between ay two code

words is the same as the weight of another code vord If one of

the code words is the identity word, the distance in digits is the

weight of that one of the two code words which is not the identity.

For ay particular code word the met of distances in digits of

that code word from each of the other code words is thus the sam

as the set of weights of each code word.

Using the properties of group alphabets, one can replace
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the decision process at the receiver by the following equivalent

operation. Eliminate the identity signal from the signalligg set,

Isi(t) 3, and form for the remaining ?m-i signals the am
q

s, = Y(87)

k=1 k

in which the sumation is performed only over the positive orthogonal

digits of each signal. The simplified equivalent receiver prints

the sign4l si(t) corresponding to the largest Si exceeding the

threshold level, kL/?. If none of the sum, S,, exceeds the thresh-

old level, a null is printed Vhich my be reved by retransmds-

sion requested through the feedback channel

The receiver can form the set of levels (Si) by cross-

correlating the set c... cpk(t)] with Y(t) for all k = 1,2,3, ... ,

u; the croBscorrelators are followed by sign iverters and (?-i)

acciuwlators. The outputs of the accunilators are the desfrable

set Si). The suggested receiver circuit requires only u corre-

lations. r instance, for -4nix codes (?-l) are replaced by a

correlations. Me receiver W also be implemented using a bank

of mtched filters. Consider the set of functions, [gi(t)], de-

fined by

k=l k
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in which sm tion is to be taken oyer pomitive digits on.. Thus,

to each a1 (t) corresponds a specific g,(t). Iquation (8T) can then

be replaced by

T
Si -- S i(t)y ) dt 0 o <t <If (89)

0

If a new set of functions is defined by

h (T-t) = gi(t) (90)

one can interpret equation (89) as representing linear filtering

of y(t) using filters with impa ive responses hi(t). Thus,

alternately the set of detected leveIs JSiI necessary for the

decision at the receiver can be obtained using a bank of linear

filters.
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VL GEMUETRIC IATION OF UEEMAIMTY IGIN REMTON

Consider aL u-dizensional system of rectangular coordinates.*

Corresponding to each pair of signals, much as si(t), aj(t), define

a fixed vector Aij, the projections of which on the coordinate

vectors are of length

2 , k = 1,2,3 ... , u
2

Ck

Corresponding to each received signal, y(t), define & vector y such

that the projections of the Y-vector on the coordinate vectors ame

of length ykyk being the k h coefficient of the orthogonal series

expansion of y(t). Form the dot products

(Ai,T,) (OW)

for all pairs of signals. If the dot product eceed the uncertainty

paraneter klc, si(t) is more likely the signal sent than s (). If

the absolute value of the dot product is less than k1 , no decision

is mde. If the dot product is less than k,, si(t) is less likely

the signal sent than J (t).

The set of inequalities corresponding to the uncertainty

region reception decision rules can be interpreted as follows.

For any pair of signalsm i(t) and s 3 (t) of the transittible set,

* The u-diwensional Euclidean space
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the u-dimensional space is divided into three distinct regions

by two parallel (u-l)-dimnsional hyperplanes normal to the

vector A,,. Me two hyperplanei are defined by equations

(Ai,,r) = k, (92)

and

(AiaT) = - k, (93)

respective'y. The region between the two hyperplanes is the

region of withheld decision. The region located on the far side

of the hyperplane looking from the origin in the direction of orien-

tation of the vector Aij is the region of acceptance for signal

si(t). The region located on the far side of the hyperplane looking

from the origin in the direction opposite to the orientation of

the vector Ai is the region of acceptance for signal s3(t).

Repeating the above procedure for the (m) possible pairs of sig-

nals of the trans ittible set, the generated hyperplanes will

enclose a polytope in the u-dimeional space. The interior of

the poJytope is the uncertainty region. To find the distances

from the origin to the byperplaes of the po]ytope one can use

two ethods: one is a direct extension of the geatrical analysis

used in three dimensional spaces to the mltidimensional space.,

the second one uses Lagrange's method of indeterminate multipliers.

This latter technique is used in Appendix B. The distance from

the origin to the hyperplane corresponding to ignalas si(t),s(t)
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is found to be

-j k, (94)

rk

Th~e distances betwen the corresponding tvo parallel hyperplanes

at the uncertainty-region boundaries is 2 dtj.

For orthogonal digit codes the distance from the origin

to the hyperplane reduces to

dij = 4xpw- J  , (95)

in which 6iJk in zero if the signs of the corresponding orthogonal

digits aik,&k are the sme and unity if the signs differ.

= 6ij k  (96)
k=l

as before.

For the minimax code. u = a and X ranges fr 1 to..

For the equal separation code, u = ?-l, and X is ?-I for all

pairs of signals. In this cae



Note that the members of the set of variances, fc,], are not all

equal, but depend on the pair of signals being considered. Thus,

for the equal separation code, though1 all the separations are equal,

the distances to the hyperplanes enclosing the polytope of the un-

certainty region are unequal. Equality can be achieved only by

varying the uncertainty parameter k, with the resulting complica-

tions in the rocesing of signal at the receiver. Fbr the equi-

distant code not only are the separation functions equal but also

the distances to the hyperpla enclosing the polytope of the

uncertainty region are equal. The expression for the distance, dij,

reduces in this case to

d = I' (98)

(?-l) '

in which ?3 is the lowst eigenvalue corresponding to a signal

duration T/?-L.

The processing of the signal at the receiver can be inter-

preted in term of the geometric =del as follow. If the tip of

the received vector Y falls inside the uncertainty region polytope,



a null decision is mde. This decision could later be replaced

by inforation received by repetition requested by ieans of a feed-

back channel If the tip of the received vector T falls outside

the uncertainty region polytope, the signal correspondig to the

largest distance of its hyperplane to the tip of vector T is con-

sidered the most likely signal sent.



56

APPENDI A

Background: Detection of Signals in Colored Noise

In a broad sense, a receiver is a computer - albeit in

many cases a fairly simple analog computer. Fr the incoming

signal, y(t), the receiver calculates thich of the possible tram-

uitted, signals (a 1 (t)) is most likely the signal sent. 1biufl1y,

the receiver ma be considered to evaluate the a posteriori proba-

bilities ip[y(t)/si(t) ]) for each possible transmitted signal.

Single-valued functions of these a posteriori probabilities m

actually be present in the receiver an voltage levels. For cam-

pletely a itomtic operation these voltage levels are compared

with preset thresholds or each other as a means of deciding the

most likely signal sent. Alternatively, the voltage level can be

presented to an operator for final decision. 2ie choice of the

preset threshold levels depends on a priori sigl probabilities,

relative costs of mkin errors, and value Judgents. 3br

example, threshold levels can be used Vhich correspond to minim

error probability.

When the noise is additive, the conditional probabilities

tp[y(t)/si(t)] are simply the probabilities that interference had

the waveforms (ni-t)) in vhich

ni(t) =y(t) - sict)
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The mt likely interference weforz corresponds to the most

likely signal. To determine the most likely interference Vwye-

form, the possible signals and the received signal are sampled at

instants of tme tA apart such that there are N samples of the

signal duration T. The channel is considered distortionless so

that the 1 sample of the transmitted signal causes the k-

sample of the received signaL. If is the value of si(t) at

t = kt, and Ytk is the value of Y(t) at t = ktA, then

pLY(t)Isi(t)]= Lin pttNit2'... ---.
tz --->0

is the sam an expecting the interference to hae the sampled

values

'il Yti - si

'1i2 m yt2 - '2

niw M 7 tN - im

Note that this procedure is satisfactory if the total

noise power is finite. If the total noise power is not finite,

the ""amples" bec the integrated values of the signals over

each duration t. Alternatively, the noise pover spectrum can

be truncated at some high frequency f and then as tA -0.,

f 1



When the interference is white gaussian noise the sampled

values of the interference are independent and the analysis is

simplified. In this ease the joint probability density that the

sampled alues of the noise are ni*Int2, ... ne ... niN can be

written as the product of the individual or mginal probabilities.

Thus

P(,Ul,,i 2 , ... ); p(,jn)p(ni2 )... P( ,)

in which

p(n) e f__-___

since p(n) has a gsussian distribution and the noise power per

unit bandwidth is OP. 2he remnder of the procedure for deter-

mining the optimum receiver is straitforard. Note that

I -1/209f N I

P(niivni2 , ... 1ix) k1 / Nl

is such that the values of the noise samples appear only in the

exponent

k=1
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This exponent corresponds to

- (Ytk- sik)-
-ef k=1

1
or in the limit, aS tA = -t - o , o

0

in which T is the duration of the signal.

If the term are mltiplied out

7- (t) dt - 2 Y(tOs 1 (W dt + J s(t)dt]

0 0 0

and the first term is discarded as being coon to all signals,

while the last term is discarded since the value is known before

any signal has been received. The result (eliminating the scale

factor 1/a 2 )

T

T y(t)si(t)dt

0

gives the quantities the receiver should compute for each received
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Letting fi(t) = si(t) the result is that for optimm

detection the receiied signal y(t) should be correlated with each

fi(t) and the outputs of the correlators (or the equivalent) be

used to decide which signal vas sent. For the case in which the

interference is white noise, fi(t) is the saw as the corresponding

signal si(t). As vill be seen, for the colored noise case the

optimium receiver is similar, but fi(t) will not only include the

signal structure, but the noise structure as vell.

When the interference is colored noise the Joint Iroba-

bility p(nlni 2 , ... n:,) cannot be written as the product of

the marginal probability p(n) because the noise is no longer in-

dependent from one sample to another. The fbct that the noise

is gaussian can be directly applied by using the Nt- order joint

gaussian distribution. The procedure is aebraicalj complex

but the difficulties are not insurmountable. To reduce this com-

plexity mtrix notation will be used.

The ,oint gaussian distribution is not readily vritten

in term of the corresponding power density spectrum, but rather

in terms of the autocorrelation function. Let 1<-r) be the auto-

correlation function of the noise - i e., the Fourier transform

of the noise pover density spectrum. let R be the matrix
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11, 12  ... R 1

"21 "22

REN

in Vhich R ROKy - r. het X be the inverse of P. The

Joint noise distribution is giTen by

INN

p~i1 ni, .. niN) = 1~'ii r{4 'ni~n

3=1 n=l

in vhich I)1 in the determinant corresponding to X.

If, as for the case in vhich the interference van addi-

tive vhite noise, it is noted that the probability is single-

valued dependent on the exponent, it follow that the receiver

need only evaluate

N N
1 ~i for each i.

3=1 n--1

Since the noise is additive, this is the Sam as

N N

-4-(Tt -j Si)Tn-mn
m=1 n=1

or
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N x

- I u nn(yttn - Ytitin - YtnS i + simin)

m=l n=l

The first term is independent of the signal, si(t), and can thus

be discarded. The last term is a priori known before any Signal

has been received. It can therefore be included in the decision

thresholds and need not be recalculated each time a signal is re-

ceived. In addition, X = Xn, and thus

= n=l n=l n=l

Hence the receiver need only coxpute the test statistics

X IX.tsin for each i
3=l n=l

BY lett ing

fi IM 1 Sin
n=l

the test statistics becom

o a1

or as tA --* 0, N --. o
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0

The result for colored noise is similar to that obtained for vhite

noise -- nane]y, that correlation detection is optimm Instead

of the locaIl generated signals at the receiver being the same as

the signals sent

fi(t) =si(t) for each i

it is determined from the sampled vabs

I

f,.(t) mn si
n=l

To determine a more suitable relation for fi(t) note that

the above expression represents a set of linear alaebraic equa,-

tions for [f, fi, ... fjN] in term of [Sil,-ie ... Sild.

Solving this set of equations for the sampled values of si(t)

gives

N

ai. = I %.f,.

or in the limit as tA -. > 0, N -- > 00"
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T

0

in which the sampled vues of f,()are proportional to the

Samples fim" This is the basic equation from which fi(t) is deter-

-Id. As an example, when the noise is white, X-) is a delta

function

R(i) = 2c? 6(v)

Thus

si(t) = 2f i(t)

or, neglecting the scale factor

fi(t) = si(t)

To design an opimm receiver it is necessary to solve

the integral equation

T

s ()= R 1(t--i) fiT d-i

0

for the w.eforms f i(t). Once these waveforms are known the re-

ceived signal is correlated (or an equivalent operation is per-

formed) with each fi(t) and the outputs of the correlators are

co ared.
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To deterzlne fi(t), a poeedure can be used which is

similar to that used in soling ordinary differential equations.

Me homogeneous interal equation

a'~pt) =J Rt--r) q(p'r) dr

0

U solved for first. This equation has the triTial solution

cp(t) = 0. It also has nontrivial solutions for certain definite

values of a. Rach value of ar for which there is a nontrivial solu-

tion is called an elenvalme, and the corresponding fuaction cp(t)

is called an eigenfunction.

The solutions have the sme character as those of an

ordinary differential equation plus boundary conditions. lor

example, consider the ordinary differential equataon

ey(t) + ay(t) ,0

fiis has the trivial solution y(t) = 0. It has the general non-

tri Anial solution

y(t) =A con at + 13 sin wt

in which A and B are arbitrazry, and w can be anyr constant. If,
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howver, we impose the boundary conditions

Y(O) 0

7(l) = 0

then the solution becoas

Y(t) = R sin icnt

Thus, only if the constant co equals xn for n = 0,+1,+2, ... is

there a nontrivial solution to the differential equation which

also satisfies the boundary conditions. 2hese value* of a3 for

which a nontrivial solution exists are called eigenvalues and the

corresponding functions are called eigenfimctions.

A homogeneous ordinary differential equation with boundary

conditions can be converted to on integral equation. For exmple,

consider the above differential equation with the boundary condi-

tions. This corresponds to the integral equmtion

T

0

in which K(t,i), the kernel, is

=T(1- t) 0<t <r<1



67

Because of the relation betwen integral and differential equa,-

tions. one valuable technique for solving integral equations is

to determine the corresponding differential equation.

This correspondence suggests, as is true, that the solu-

tions to the hoogeneous integral equation are orthogonal. For

convenience, consider the solution corresponding to the lowest

value of e to be the first eigenfumction, the next lowest, the

second eigenfumction, and so on. The orthogDnal property mikes

it easy to expand the signal vayeform in terms of these func-

tions. Letting

"i(t) =Z (P.(t)
n=l

since the [&pu(t)] ame orthogonal

n T

S e (t) dt
n0

T

SCP(tdt=1 foralln
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then

e f i~t)Ct) d

0

To solve the integral equation

S = i (t--)f (r) 
d

0

aidt) is expanded using this orthoronal set

hi(t) = Si 1 'Pi(t) + Bi2P2 (t) + + Skk(t) +

in Vhinh

S = s i(t)cPk(t) cit

0

and a series solution is sought for f i t) of the form

fi(t) = 7Fiffl(t) + ri 2cP2 (t) + "'. + ]ricPk(t) +

The kh coefficient of this expansion, Fik' can be found

by multiplying both sides of the integral equation by cpk(t) and

then integrating frm 0 to T with respect to T. The result is
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71k ikSlk

1us

MIMS

fi(t) I ;- qPk(t)
k-l (k

On mthod of correlating the received signal y(t) vith f i(t) is

show in igure A-i. ladi voltage divider is set to correspond

to a coefficient of the expansion -- i.e. , the k divider corre-

sponds to the factor 8 k(I Since ok 'a greater for larger valesf

of k, the contribution to the sun for large k is usua.l, s=ul.

2hus a near optim practical system need not require a great mw'

orreUators and dividers.

Another Important point to note that the kS coonent

of the output su is proportlonal to

SBi(t)qk(t) dt + f n(t)cqk(t) dt

0 0

The first tdm is the man output, the second the effect of the

noise. Since n(t) is Saussian, the noise present in each coino-

nent of the output sum, and hence in the suK itself, is also

gamssian. Moreover, the noise present in each comonent is inde-

pendent of the noise in any of the other components -. i. e., the
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cross-correlation in zero.

T T

n(t)cp3 (t) dt n()cpk(r) dr>

0 0

T J < (t)n(d) t4> ()k ( r) dtd

0 0

TT

= j (t')c t (tk() dt
0 0

T

kfcPj(t)Pk(t) dt

0

-0

To gain firther insight into the problem of detectIng sig-

n in colored noise, consider the prblem independently of the

previous a y is. In the previous approach the likelihood ratio

was based on the values attained by the received signaL y(t) at

intervals tA apart. The fact that the noise wan correlated led
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to difflcultieg becwa~ the noise at these. saped. tims were not

Out usef T, swaiea'tw Is t find a set of observable

coordinates 7that azw wxmrIated~ but cma be seerated. froa the

roftc sigu, y ,, by- linear o.pea..ow. Thi corsonst

k

in vhIch* for emw eiewe, the Act Okjt) is rthonorml with re-

spect to the interval. 0 <t <T. ThIn perta the c h inse

(or ct efients) y; to be compute&e eT

TkL 0 ek(t)y(t) a

0

The fhnaticas [6,(t))3, hawver, have ewwtly the sam propertlis

as the orumonam set fcpk(t)],

ft)= ck(t)

This approach thus leads to the saw result as that based

on directly observing the received signal Note that the linear

circuits of the jpftiu receiver can be utched filters in vhich
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the Imp1Siys Ivapones am mtched to (f.(t) ). ThIz is analogous

'to the cae in thidh the noise Is vhite and the filters are intched

to is i(t)). The afrmct shown In Agam A-l in simpy ow va

of zynthesiz the mtched filter.
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APPNDI B

Distances from the Origin of the u-dimensional Subspace
to the HPerPlane of the Uncertainty 1bgion Po3tope

Consider the u-diwensional vector Y specified by its u

orthogonal projections (y ,, --., u). This vector starts at

the origin and terminates on the surface of the hyperplane

hux., determination of the distance from the origin to the hyper-

plane defined by equation (B-I) reduces to minimization of the

length of vector T

L(,7, ... , YU ) m- (B-2)
k=l

subject to the constraint expressed by

k(____ =k (33-3)

k-1 k

Equation (B-3) corresponds to equation (B-1) with the dot product

of the tvo vectors expressed in term of their orthogonal projections.

Using LIArange's wethod of multipliers, the minimization of L(yly 2 ,

yu, ) is desired subject to the condition

Yk~ aik7! k) _ k" (13-M u)
k=l k
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This reduces to the solution of (u+l) equations

- -+ )L- 0

- + - = 0
~ayg

-- + . = 0

L af

+ X3, = 0

Yk (13-7
.a

en fYlYa..,Y~",U ) k(3)

in which the Bet {y]is now the Bet of soluxtionl values and X1

isthe undetermne mltiplier. Consider a. typical tern, Tk' then

,- (,-)

and

-5 r = "

ayk k

Using equations (13-5), (B-7), and (B-8)., ve obtain
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k=1

Yk =-Xl(&ik7ak

ekk

k=l

'4 U

Mfltip1_ing both sides of equations (B-9) b7 Yys,#.---Pyle---k ,

summi ng both sides it is found that

l= = k (B-10)

k=1

Siuilar3], squaring both sides of equations (35-9), uming both

sides. obtain

"1 = xl . I :.

k=1

mrox equations (3-lo) and ( 3.U) it Ebflow that
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k,

This result coul3A have been obtairea using a seatric th*d

T distance f the origin to the byperplan defixed by equation

(3-3) is the length of the projection of water T on the Tector

AiJ 2his is true because both vectors terminate on the byperplane

and the wetr, A!,, is norl to the hyperplAMie 2hust the distance

is

Using eqawtien (3-3) and the ana ytic expression for (Ai,Ai),

equation (3-3.5) reduces to equation (3-12).
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